Illil- Standardizing Neural Network Pruning

Jose Javier Gonzalez Ortiz, Davis Blalock, John Guttag

Neural Network Pruning We introduce ShrinkBench, a tool for Resylts

standardlzmg NN pruning evaluation. 1. SB returns both compression & speedup since

they interact differently with pruning

Pruning: Systematically removing parameters from an
existing network

shrinkbench.github.1o0

Goal: Reduce size of network as much as possible with
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2. SB evaluates with varying compression and with
several (dataset, architecture) combinations

shrinkbench
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